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Abstract
Importance measure is an index for estimating the importance of an individual
component or a group of components in a reliability system. So far, the importance
measures for components in stochastic reliability systems have been investigated. In
order to calculate the importance of a component or a group of components in an
uncertain reliability system, this paper proposes a new concept of importance index.
Some formulas are given to calculate the importance index of a component and a
group of components in an uncertain reliability system. Then, some special types of
uncertain reliability systems such as uncertain series, parallel, parallel-series,
series-parallel, bridge, and k-out-of-n systems are studied.

Keywords: Uncertainty theory, System reliability, Importance index, Uncertain
variable, Structure function

Introduction
The subject of the importance measure of components in a stochastic system has been
developing for many years. In the late 1940s and early 1950s, reliability of a stochastic
systemwas first presented and applied to some fields such as communication, transporta-
tion, and military systems. Along with the design for reliability, Birnbaum [2] proposed
the concept of importance measure of components in a stochastic coherent reliability
system. In reliability engineering, the importance measure is an index for estimating the
relative importance of an individual component or a group of components in a stochas-
tic system. Birnbaum classified the importance measure into three classes which are
structure importance measure, reliability importance measure, and lifetime importance
measure. Fussell [5] presented another importance measure for a component which is
nonproportional to importance measure defined by Birnbaum [2]. Barlow and Proschan
[1] came up with a type of time-independent lifetime importance measure of components
in a stochastic system, which described the importance of a functioning component to
the whole system. Natvig [26] proposed another type of time-independent lifetime impor-
tance to evaluate the possibility of a failing component leading to the failure of whole
stochastic system. Recently, many researchers have applied importance measures into
some specific stochastic reliability systems, such as Derman et al. [4], Kuo et al. [13], Kuo
and Zuo [14], Kuo and Zhu [15] and Jalali et al. [12].
As is well known, randomness is a type of indeterminacy, which is modeled by probabil-

ity theory. Probability theory has developed steadily for many years and has been widely
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applied in science and engineering. We usually make a basic assumption that the esti-
mated probability and the long-run cumulative frequency are close enough when using
probability theory. This implies that we should obtain a lot of observed data. However,
observed data cannot always be obtained for technical or some other reasons, so we have
to rely on domain experts to evaluate the belief degrees about the chances that the pos-
sible events may happen. Liu [25] showed that human beings usually estimate a much
wider range of values than the object actually takes. That is, there is a large gap between
the belief degrees estimated by human beings and the real frequencies. Hence, the belief
degree cannot be modeled by probability measure. Some convincing examples may be
found in Liu [24]. Naturally, we should find other mathematical tools to deal with the
belief degree.
To deal with the experts’ belief degrees, Liu [17] founded uncertainty theory in 2007,

and Liu [19] refined it in 2009 with presenting the product uncertain measure axiom for
dealing with the operations of uncertain variables. Some fundamental concepts were pre-
sented by Liu [17], such as uncertain measure for indicating the belief degree, uncertain
variable for modeling the uncertain quantity, and uncertainty distribution for describing
an uncertain variable. Peng and Iwamura [27] studied a sufficient and necessary condition
for a real function being the uncertainty distribution of an uncertain variable. Addi-
tionally, Liu [19] raised a concept of independence for uncertain variables. For ranking
uncertain variables, Liu [17] proposed a concept of expected value operator. Up to now,
uncertainty theory has been successfully applied to many problems such as, uncertain
programming (Liu [20], Gao et al. [11]), uncertain risk and reliability analysis (Liu [22]),
uncertain propositional logic (Li and Liu [16]), uncertain set (Liu [23]), uncertain pro-
cess (Liu [18], Chen [3]), uncertain field (Gao and Chen [7]), uncertain finance (Liu [19]),
uncertain differential equation (Liu [18], Gao [6]), and uncertain graph (Gao et al. [9], Gao
and Qin [10]).
Based on uncertainty theory, Liu [21] investigated the system reliability, introduc-

ing a definition of reliability index and providing some useful formulas to calculate
the reliability index. Then, Gao et al. [8] studied the reliability index of uncertain
k-out-of-n systems. By the inspiration of importance measure associated with com-
ponents in a stochastic system, a new concept of importance index for an individual
component or a group of components in an uncertain reliability systems is intro-
duced as a mathematical tool to model the importance of such a component in
this paper.
The rest of this paper is organized as follows. Some basic concepts and properties

with respect to uncertain variables and Boolean system are reviewed in the section
“Preliminaries”. We devote the section “Importance Index of Individual Component” to
presenting a new concept of importance index for an individual component in an uncer-
tain reliability system and taking some examples to show how to calculate the importance
index of a component. In the section “Importance Index of Group of Components,” a con-
cept of importance index for a group of components in an uncertain reliability system
is presented and some examples are also given to show how to calculate the importance
index of a group of components. In the section “Main Results,” we provide some for-
mulas to calculate the importance index of a component and a group of components
in an uncertain reliability system. Finally, we make a summary of the full paper in the
section “Conclusion”.
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Preliminaries
In this section, we introduce some fundamental concepts and properties concerning
uncertain variables and Boolean systems.

Uncertainty Variable

Let � be a nonempty set andL a σ -algebra over �. Each element� inL is called an event.
To deal with belief degree on the possibility of each event rationally, a concept of uncertain
measureM was given by Liu [17, 19] as a set function satisfying the following axioms:

Axiom 1. (Normality)M{�} = 1 for the universal set �;
Axiom 2. (Duality)M{�} + M{�c} = 1 for each event �;
Axiom 3. (Subadditivity)

For every countable sequence of events �1,�2, · · · , we have

M

{ ∞⋃
i=1

�i

}
≤

∞∑
i=1

M{�i}

Axiom 4. (Product Axiom) Let (�n,Ln,Mn) be uncertainty spaces for n = 1, 2, · · ·
For any events �n chosen from Ln, the uncertain measureM satisfies

M

{ ∞∏
n=1

�n

}
=

∞∧
n=1

Mn{�n}.

Definition 1 (Liu [17])An uncertain variable is a measurable function ξ from an uncer-
tainty space (�,L,M) to a set of real numbers. That is, for any Borel set B of real numbers,
the set

{ξ ∈ B} = {γ ∈ �|ξ(γ ) ∈ B}
is an event.

The uncertain variables ξ1, ξ2, · · · , ξn are said to be independent if

M

{ n⋂
i=1

(ξi ∈ Bi)

}
=

n∧
i=1

M {ξi ∈ Bi}

holds for any Borel sets B1,B2, · · · ,Bn. For an uncertain variable ξ , the function �(x) =
M {ξ ≤ x} is called its uncertainty distribution.

Theorem 1 (Liu [21]) Assume that ξ1, ξ2, · · · , ξn are some independent uncertain vari-
ables with continuous uncertainty distributions �1,�2, · · · ,�n, respectively. Then, for an
increasing function f (x1, x2, · · · , xn), the uncertain variable

ξ = f (ξ1, ξ2, · · · , ξn).
has an uncertainty distribution

�(x) = sup
f (x1,x2,··· ,xn)=x

min
1≤i≤n

�i(x).

For ranking uncertain variables, the concept of expected value was proposed by Liu [17]
in the following.
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Definition 2 (Liu [17]) Let ξ be an uncertain variable. Then, the expected value of ξ is
defined by

E[ ξ ]=
∫ +∞

0
M{ξ ≥ x}dx −

∫ 0

−∞
M{ξ ≤ x}dx

provided that at least one of the two integrals is finite.

Theorem 2 (Liu [17]) Let ξ be an uncertain variable with uncertainty distribution �. If
the expected value exists, then

E[ ξ ]=
∫ +∞

−∞
xd�(x).

Boolean System

A Boolean function maps {0, 1}n to {0, 1}. For example,

f (x1, x2, x3) = x1 ∧ x2 ∨ x3

is a Boolean function, where x1, x2, x3 take values either 0 or 1. If an uncertain variable
takes values either 0 or 1, then it is said to be Boolean. For example,

ξ =
{
1 with uncertainmeasure b

0 with uncertain measure 1− b

is a Boolean uncertain variable, where b is a number between 0 and 1.

Theorem 3 (Liu [21]) Assume that ξ1, ξ2, · · · , ξn are independent Boolean uncertain
variables, i.e.,

ξi =
{
1 with uncertain measure bi
0 with uncertain measure 1 − bi

(1)

for i = 1, 2, · · · , n. Then, for a Boolean function f (x1, x2, · · · , xn), the Boolean uncertain
variable ξ = f (ξ1, ξ2, · · · , ξn) satisfies

M{ξ = 1} =

⎧⎪⎨
⎪⎩

sup
f (x1,x2,··· ,xn)=1

min
1≤i≤n

νi(xi), if sup
f (x1,x2,··· ,xn)=1

min
1≤i≤n

νi(xi) < 0.5

1 − sup
f (x1,x2,··· ,xn)=0

min
1≤i≤n

νi(xi), if sup
f (x1,x2,··· ,xn)=1

min
1≤i≤n

νi(xi) ≥ 0.5

where xi take values either 0 or 1 and νi are defined by

νi(xi) =
{

bi, ifxi = 1
1 − bi, ifxi = 0

for i = 1, 2, · · · , n, respectively.

Assume that ξ is a Boolean system with components ξ1, ξ2, · · · , ξn. Then, a Boolean
function f is called a structure function of ξ if

ξ = 1 if and only if f (ξ1, ξ2, · · · , ξn) = 1.

Definition 3 (Liu [22]) If the Boolean system is uncertain, the reliability index is the
uncertain measure that the system is functioning, i.e.,

Reliability = M{f (ξ1, ξ2, · · · , ξn) = 1}.
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Theorem 4 (Liu [22]) Assume that a Boolean system has uncertain components
ξ1, ξ2, · · · , ξn and has a structure function f . If ξ1, ξ2, · · · , ξn are independent and have
reliabilities b1, b2, · · · , bn, respectively, then the reliability index is

R(ξ1, ξ2, · · · , ξn) =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

sup
f (ξ1,ξ2,··· ,ξn)=1

min
1≤i≤n

νi(ξi), if sup
f (ξ1,ξ2,··· ,ξn)=1

min
1≤i≤n

νi(ξi) < 0.5

1 − sup
f (ξ1,ξ2,··· ,ξn)=0

min
1≤i≤n

νi(ξi), if sup
f (ξ1,ξ2,··· ,ξn)=1

min
1≤i≤n

νi(ξi) ≥ 0.5

where ξi take values either 0 or 1, and νi are defined by

νi(ξi) =
{

bi, if ξi = 1
1 − bi, if ξi = 0

for i = 1, 2, · · · , n, respectively.

Example 1 For an uncertain series system in Fig. 1, the structure function is

f (ξ1, ξ2, · · · , ξn) = ξ1 ∧ ξ2 · · · ∧ ξn.

If ξ1, ξ2, · · · , ξn are independent and have reliabilities b1, b2, · · · , bn, respectively, then
the reliability index is

Reliability = b1 ∧ b2 ∧ · · · ∧ bn.

Example 2 For an uncertain parallel system in Fig. 2, the structure function is

f (ξ1, ξ2, · · · , ξn) = ξ1 ∨ ξ2 · · · ∨ ξn.

If ξ1, ξ2, · · · , ξn are independent and have reliabilities b1, b2, · · · , bn, respectively, then
the reliability index is

Reliability = b1 ∨ b2 ∨ · · · ∨ bn.

Example 3 For an uncertain k-out-of-n system containing n components which functions
if and only if at least k components function, the structure function is

f (ξ1, ξ2, · · · , ξn) = k −max[ ξ1, ξ2, · · · , ξn] .
If ξ1, ξ2, · · · , ξn are independent and have reliabilities b1, b2, · · · , bn, respectively, then

the reliability index is

Reliability = k−max[ b1, b2, · · · , bn] .

Importance Index of Individual Component
The subject of importance measure for an individual component in a stochastic system
has been developing for a long time. For investigating the importance of an individual
component in an uncertain system, we present a new concept of importance index as
follows.

Fig. 1 A series system of n components
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Fig. 2 A parallel system of n components

Definition 4 Assume an uncertain Boolean system has components ξ1, ξ2, · · · , ξn and a
structure function f . Then, the importance index of Component i is

Importance = M
{
f (ξ1, · · · , ξi−1, 1, ξi+1, · · · , ξn) = 1

}
− M

{
f (ξ1, · · · , ξi−1, 0, ξi+1, · · · , ξn) = 1

}
.

The important index of Component i is the difference between the reliabilities of the
uncertain system in two different cases: the former case is that Component i functions
and the latter case is that Component i fails.

Remark 1 Importance index of a component in an uncertain system actually means the
degree of importance of a component to the whole system. The higher the importance index
of a component is, the more important it is to the whole system. For example, if the impor-
tant index of a component is one, then it indicates that this component is indispensable to
the system; if the important index of a component is zero, then it shows that this component
is superfluous to the system. That implies that if we want to improve the reliability of a
system, we have to ensure the normal operation of the components with higher importance
index.

Important index can be applied into various fields to evaluate the relative importance of
some components in an uncertain system. Their absolute values might not be as signifi-
cant as their relative rankings. For example, in a large and complex pipeline network, there
are pipelines without statistical information. These pipelines are used to transport various
fluids from production sites to consumption ones and they are also essential components
of such transportation network. The safe handling is of great importance due to the seri-
ous consequences of the faulty operations, such as the cracking of the welding seam and
hole corrosion. So we should find a highly reliable route as well as the key components
in such a route. That requires us to calculate the relative importance of the components
in this pipeline network. Additionally, consider a complex electric vehicle which contains
100 powerful batteries without statistical information. This electric vehicle is required to
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last a long time and the power is significantly reduced if more than eight or nine bat-
teries fail, which can be regarded as a 92/91-out-of-100 system. Thus, we should know
which battery is relatively important. That asks us to know the importance index of the
components in this electric battery system.
Next, we will use some specifically numerical examples to illustrate how to calculate the

importance index of a component in an uncertain system.

Example 4 (Series System) Consider an uncertain series system in Fig. 3 with 4 compo-
nents ξ1, ξ2, ξ3, ξ4, whose structure function is

f (ξ1, ξ2, ξ3, ξ4) = ξ1 ∧ ξ2 ∧ ξ3 ∧ ξ4.

Suppose ξ1, ξ2, ξ3, ξ4 are independent and have reliabilities 0.2,0.7,0.9,0.4 in uncertain
measure, respectively. Then, it follows from Definition 4 that the importance index of
Component 3 is

Importance = M
{
f (ξ1, ξ2, 1, ξ4) = 1

} − M
{
f (ξ1, ξ2, 0, ξ4) = 1

}
= M {ξ1 ∧ ξ2 ∧ 1 ∧ ξ4 = 1} − M{ξ1 ∧ ξ2 ∧ 0 ∧ ξ4 = 1}
= M{ξ1 = 1} ∧ M{ξ2 = 1} ∧ M{ξ4 = 1} − M{0 = 1}
= 0.2 ∧ 0.7 ∧ 0.4 − 0

= 0.2.

Example 5 (Parallel System) Consider an uncertain parallel system in Fig. 4 with 4
components ξ1, ξ2, ξ3, ξ4, whose structure function is

f (ξ1, ξ2, ξ3, ξ4) = ξ1 ∨ ξ2 ∨ ξ3 ∨ ξ4.

Suppose ξ1, ξ2, ξ3, ξ4 are independent and have reliabilities 0.2,0.7,0.9,0.4 in uncertain
measure, respectively. Then, it follows from Definition 4 that the importance index of
Component 3 is

Importance = M
{
f (ξ1, ξ2, 1, ξ4) = 1

} − M
{
f (ξ1, ξ2, 0, ξ4) = 1

}
= M{ξ1 ∨ ξ2 ∨ 1 ∨ ξ4 = 1} − M{ξ1 ∨ ξ2 ∨ 0 ∨ ξ4 = 1}
= 1 − M{ξ1 = 1} ∨ M{ξ2 = 1} ∨ M{ξ4 = 1}
= 1 − 0.2 ∨ 0.7 ∨ 0.4

= 0.3.

Example 6 (Parallel-Series System) Consider an uncertain parallel-series system in
Fig. 5 with 4 components ξ1, ξ2, ξ3, ξ4. Assume each path functions if and only if its compo-

Fig. 3 A series system of four components
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Fig. 4 A parallel system of four components

nents function, and the system functions if and only if there is at least one functioning path.
Then, the structure function of the parallel-series system is

f (ξ1, ξ2, ξ3, ξ4) = (ξ1 ∨ ξ2) ∧ (ξ3 ∨ ξ4).

Suppose ξ1, ξ2, ξ3, ξ4 are independent and have reliabilities 0.2, 0.7, 0.9, 0.4 in uncer-
tain measure, respectively. Then, it follows from Definition 4 that the importance index of
Component 3 is

Importance = M
{
f (ξ1, ξ2, 1, ξ4) = 1

} − M
{
f (ξ1, ξ2, 0, ξ4) = 1

}
= M{(ξ1 ∨ ξ2) ∧ (1 ∨ ξ4) = 1} − M{(ξ1 ∨ ξ2) ∧ (0 ∨ ξ4) = 1}
= M{ξ1 = 1} ∨ M{ξ2 = 1} − M{(ξ1 ∨ ξ2) = 1} ∧ M{ξ4 = 1}
= 0.2 ∨ 0.7 − (0.2 ∨ 0.7) ∧ 0.4

= 0.3.

Example 7 (Series-Parallel System) Consider an uncertain series-parallel system in
Fig. 6 with 4 components ξ1, ξ2, ξ3, ξ4. Assume each path functions if and only if its compo-
nents function, and the system functions if and only if there is at least one functioning path.
Then, the structure function of the series-parallel system is

f (ξ1, ξ2, ξ3, ξ4) = (ξ1 ∧ ξ3) ∨ (ξ2 ∧ ξ4).

Suppose ξ1, ξ2, ξ3, ξ4 are independent and have reliabilities 0.2, 0.7, 0.9, 0.4 in uncer-
tain measure, respectively. Then, it follows from Definition 4 that the importance index of
Component 3 is

Fig. 5 A parallel-series system
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Fig. 6 A series-parallel system

Importance = M
{
f (ξ1, ξ2, 1, ξ4) = 1

} − M
{
f (ξ1, ξ2, 0, ξ4) = 1

}
= M{(ξ1 ∧ 1) ∨ (ξ2 ∧ ξ4) = 1} − M{(ξ1 ∧ 0) ∨ (ξ2 ∧ ξ4) = 1}
= M{ξ1 ∨ (ξ2 ∧ ξ4) = 1} − M{ξ2 ∧ ξ4 = 1}
= M{ξ1 = 1} ∨ (M(ξ2 = 1} ∧ M{ξ4) = 1}) − M{ξ2 = 1} ∧ M{ξ4 = 1}
= 0.2 ∨ (0.7 ∧ 0.4) − 0.7 ∧ 0.4

= 0.

Example 8 (Bridge System) Consider a bridge system in Fig. 7 with 5 components
ξ1, ξ2, ξ3, ξ4, ξ5. Assume each path functions if and only if its components function, and the
system functions if and only if there is at least one functioning path. Then, the structure
function of the bridge system is

f (ξ1, ξ2, ξ3, ξ4, ξ5) = (ξ1 ∧ ξ4) ∨ (ξ2 ∧ ξ5) ∨ (ξ1 ∧ ξ3 ∧ ξ5) ∨ (ξ2 ∧ ξ3 ∧ ξ5).

Suppose ξ1, ξ2, ξ3, ξ4, ξ5 are independent and have reliabilities 0.2,0.7,0.9,0.8,0.4 in
uncertain measure, respectively. Now, we will calculate the importance index of Compo-
nent 3. Since

sup
(ξ1∧ξ4)∨(ξ2∧ξ5)∨(ξ1∧ξ5)∨(ξ2∧ξ4)=1

[ ν1(ξ1)∧ν2(ξ2)∧ν4(ξ4)∧ν5(ξ5)]

= (0.2 ∧ 0.7 ∧ 0.8 ∧ 0.6) ∨ (0.2 ∧ 0.7 ∧ 0.2 ∧ 0.4) ∨ (0.2 ∧ 0.7 ∧ 0.8 ∧ 0.4)

∨(0.2 ∧ 0.3 ∧ 0.8 ∧ 0.6) ∨ (0.2 ∧ 0.3 ∧ 0.2 ∧ 0.4) ∨ (0.2 ∧ 0.3 ∧ 0.8 ∧ 0.4)

= (0.8 ∧ 0.7 ∧ 0.2 ∧ 0.4) ∨ (0.8 ∧ 0.7 ∧ 0.6 ∧ 0.8) ∨ (0.8 ∧ 0.7 ∧ 0.8 ∧ 0.4)

= 0.6 > 0.5,

Fig. 7 A bridge system
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we have

M{(ξ1 ∧ ξ4) ∨ (ξ2 ∧ ξ5) ∨ (ξ1 ∧ ξ5) ∨ (ξ2 ∧ ξ4) = 1}
= 1 − sup

(ξ1∧ξ4)∨(ξ2∧ξ5)∨(ξ1∧ξ5)∨(ξ2∧ξ4)=0
[ ν1(ξ1)∧ν2(ξ2)∧ν4(ξ4)∧ν5(ξ5)]

= 1 − (0.8 ∧ 0.3 ∧ 0.6 ∧ 0.2) ∨ (0.8 ∧ 0.3 ∧ 0.6 ∧ 0.8) ∨ (0.8 ∧ 0.3 ∧ 0.4 ∧ 0.2)

∨(0.8 ∧ 0.3 ∧ 0.4 ∧ 0.8) ∨ (0.2 ∧ 0.2 ∧ 0.6 ∧ 0.7) ∨ (0.2 ∧ 0.2 ∧ 0.6 ∧ 0.3)

= 1 − 0.3 = 0.7

according to Theorem 4. Then, it follows from Definition 3 that the reliability index of the
system when Component 3 functions is

M
{
f (ξ1, ξ2, 1, ξ4, ξ5) = 1

} = M{(ξ1 ∧ ξ4) ∨ (ξ2 ∧ ξ5) ∨ (ξ1 ∧ 1 ∧ ξ5) ∨ (ξ2 ∧ 1 ∧ ξ4) = 1}
= M{(ξ1 ∧ ξ4) ∨ (ξ2 ∧ ξ5) ∨ (ξ1 ∧ ξ5) ∨ (ξ2 ∧ ξ4) = 1}
= 0.7,

and the reliability index of the system when Component 3 fails is

M
{
f (ξ1, ξ2, 0, ξ4, ξ5) = 1

} = M{(ξ1 ∧ ξ4) ∨ (ξ2 ∧ ξ5) ∨ (ξ1 ∧ 0 ∧ ξ5) ∨ (ξ2 ∧ 0 ∧ ξ4) = 1}
= M{(ξ1 ∧ ξ4) ∨ (ξ2 ∧ ξ5) = 1}
= (0.2 ∧ 0.8) ∨ (0.7 ∧ 0.4)

= 0.4.

Thus, the importance index of Component 3 is

Importance = M
{
f (ξ1, ξ2, 1, ξ4, ξ5) = 1

} − M
{
f (ξ1, ξ2, 0, ξ4, ξ5) = 1

}
= 0.7 − 0.4 = 0.3

according to the Definition 4.

The above examples clearly showed that the importance index of an individual compo-
nent is related to the structure of the system.

Importance Index of Group of Components
Sometimes, we need to know the importance of a group of components in an uncertain
reliability system. Now, we give a concept of importance index for a group of components
in an uncertain reliability system in this section.

Definition 5 Assume an uncertain Boolean system has components ξ1, ξ2, · · · , ξn and a
structure function f . Then, the importance index of a group of Components i1, i2, · · · , il is

Importance = M

{
f
(

ξ1, · · · , ξi1−1, 1, ξi1+1
· · · , ξil−1, 1, ξil+1, · · · , ξn

)
= 1

}

− M

{
f
(

ξ1, · · · , ξi1−1, 0, ξi1+1
· · · , ξil−1, 0, ξil+1, · · · , ξn

)
= 1

}
.

The important index of the group of Components ξi1 , ξi2 , · · · , ξil is the difference
between the reliabilities of the uncertain system in two different cases: the former case
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is that Components ξi1 , ξi2 , · · · , ξil function, and the latter case is that Components
ξi1 , ξi2 , · · · , ξil fail.

Example 9 (Series System) Consider the uncertain series system in Example 4. Then, it
follows from Definition 5 that the importance index of Components 1 and 3 is

Importance = M
{
f (1, ξ2, 1, ξ4) = 1

} − M
{
f (0, ξ2, 0, ξ4) = 1

}
= M{1 ∧ ξ2 ∧ 1 ∧ ξ4 = 1} − M{0 ∧ ξ2 ∧ 0 ∧ ξ4 = 1}
= M{ξ2 = 1} ∧ M{ξ4 = 1} − M{0 = 1}
= 0.7 ∧ 0.4 − 0

= 0.4.

Example 10 (Parallel System) Consider the uncertain parallel system in Example 5.
Then, it follows from Definition 5 that the importance index of Components 1 and 3 is

Importance = M
{
f (1, ξ2, 1, ξ4) = 1

} − M
{
f (0, ξ2, 0, ξ4) = 1

}
= M{1 ∨ ξ2 ∨ 1 ∨ ξ4 = 1} − M{0 ∨ ξ2 ∨ 0 ∨ ξ4 = 1}
= 1 − M{ξ2 = 1} ∨ M{ξ4 = 1}
= 1 − 0.7 ∨ 0.4

= 0.3.

Example 11 (Parallel-Series System) Consider the uncertain parallel-series system in
Example 6. Then, it follows from Definition 5 that the importance index of Components 1
and 3 is

Importance = M
{
f (1, ξ2, 1, ξ4) = 1

} − M
{
f (0, ξ2, 0, ξ4) = 1

}
= M{(1 ∨ ξ2) ∧ (1 ∨ ξ4) = 1} − M{(0 ∨ ξ2) ∧ (0 ∨ ξ4) = 1}
= 1 − M{ξ2 = 1} ∧ M{ξ4 = 1}
= 1 − 0.7 ∧ 0.4

= 0.6.

Example 12 (Series-Parallel System) Consider the uncertain series-parallel system in
Example 7. Then, it follows from Definition 5 that the importance index of Components 1
and 3 is

Importance = M
{
f (1, ξ2, 1, ξ4) = 1

} − M
{
f (0, ξ2, 0, ξ4) = 1

}
= M{(1 ∧ 1) ∨ (ξ2 ∧ ξ4) = 1} − M{(0 ∧ 0) ∨ (ξ2 ∧ ξ4) = 1}
= 1 − M{ξ2 ∧ ξ4 = 1}
= 1 − M{ξ2 = 1} ∧ M{ξ4 = 1}
= 1 − 0.7 ∧ 0.4

= 0.6.
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Example 13 (Bridge System) Consider the bridge system in Example 8. Now, we begin to
calculate the importance index of Components 1 and 3. Since

sup
ξ4∨ξ5∨(ξ2∧ξ4)∨(ξ2∧ξ5)=1

[ ν2(ξ2) ∧ ν4(ξ4) ∧ ν5(ξ5)]

= sup
ξ4∨ξ5=1

[ ν4(ξ4) ∧ ν5(ξ5)]

= (0.8 ∧ 0.4) ∨ (0.8 ∧ 0.6 ∧ 0.3) ∨ (0.2 ∧ 0.4)

= 0.6 > 0.5,

we have

M{ξ4 ∨ ξ5 ∨ (ξ2 ∧ ξ4) ∨ (ξ2 ∧ ξ5) = 1}
= 1 − sup

ξ4∨ξ5∨(ξ2∧ξ4)∨(ξ2∧ξ5)=0
[ ν2(ξ2) ∧ ν4(ξ4) ∧ ν5(ξ5)]

= 1 − sup
ξ4∨ξ5=0

[ ν4(ξ4) ∧ ν5(ξ5)]

= 1 − (0.2 ∧ 0.6)

= 1 − 0.2 = 0.8

according to Theorem 4. Then, it follows from Definition 3 that the reliability index of the
system when Components 1 and 3 function is

M
{
f (1, ξ2, 1, ξ4, ξ5) = 1

} = M{(1 ∧ ξ4) ∨ (ξ2 ∧ ξ5) ∨ (1 ∧ 1 ∧ ξ5) ∨ (ξ2 ∧ 1 ∧ ξ4) = 1}
= M{ξ4 ∨ ξ5 ∨ (ξ2 ∧ ξ4) ∨ (ξ2 ∧ ξ5) = 1}
= 0.8,

and the reliability index of the system when Components 1 and 3 fail is

M
{
f (0, ξ2, 0, ξ4, ξ5) = 1

} = M{(0 ∧ ξ4) ∨ (ξ2 ∧ ξ5) ∨ (0 ∧ 0 ∧ ξ5) ∨ (ξ2 ∧ 0 ∧ ξ4) = 1}
= M{ξ2 ∧ ξ5 = 1}
= 0.7 ∧ 0.4

= 0.4.

Thus, the importance index of Components 1 and 3 is

Importance = M
{
f (ξ1, ξ2, 1, ξ4, ξ5) = 1

} − M
{
f (ξ1, ξ2, 0, ξ4, ξ5) = 1

}
= 0.8 − 0.4 = 0.4

according to the Definition 3.

The above examples clearly showed that the importance of a group of components is
related to the structure of the system.

Main Results
In this section, we propose some formulas to calculate the importance index for a
component or a group of components in an uncertain reliability system.
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Formulas on Individual Component

Firstly, we give a formula to calculate the importance index for an individual component
in an uncertain reliability system.

Theorem 5 Suppose a Boolean system has components ξ1, ξ2, · · · , ξn, and has a struc-
ture function f . If the components ξ1, ξ2, · · · , ξn are independent and their reliabilities are
a1, a2, · · · , an, respectively, then the importance index of Component i is

Importance = R(ξ1, · · · , ξi−1, 1, ξi+1, · · · , ξn) − R(ξ1, · · · , ξi−1, 0, ξi+1, · · · , ξn)

where

R(ξ1, · · · , ξi−1, 1, ξi+1, · · · , ξn) =

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

sup
f (ξ1,ξ2,··· ,ξn)=1

ξi=1

min
1≤j≤n
j �=i

νj(ξj), if sup
f (ξ1,ξ2,··· ,ξn)=1

ξi=1

min
1≤j≤n
j �=i

νj(ξj) < 0.5

1 − sup
f (ξ1,ξ2,··· ,ξn)=0

ξi=1

min
1≤j≤n
j �=i

νj(ξj), if sup
f (ξ1,ξ2,··· ,ξn)=1

ξi=1

min
1≤j≤n
j �=i

νj(ξj) ≥ 0.5,

and

R(ξ1, · · · , ξi−1, 0, ξi+1, · · · , ξn) =

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

sup
f (ξ1,ξ2,··· ,ξn)=1

ξi=0

min
1≤j≤n
j �=i

νj(ξj), if sup
f (ξ1,ξ2,··· ,ξn)=1

ξi=0

min
1≤j≤n
j �=i

νj(ξj) < 0.5

1 − sup
f (ξ1,ξ2,··· ,ξn)=0

ξi=0

min
1≤j≤n
j �=i

νj(ξj), if sup
f (ξ1,ξ2,··· ,ξn)=1

ξi=0

min
1≤j≤n
j �=i

νj(ξj) ≥ 0.5.

Here, ξj take values either 0 or 1 and νj are defined by

νj(ξj) =
{
aj, if ξj = 1

1 − aj, if ξj = 0
(2)

for j = 1, 2, · · · , n, respectively.

Proof This theorem follows from Theorem 4 directly.

Corollary 1 Consider an uncertain series system with independent components
ξ1, ξ2, · · · , ξn whose reliabilities are a1, a2, · · · , an, respectively. Note that the structure
function has a Boolean form

f (ξ1, ξ2, · · · , ξn) = ξ1 ∧ ξ2 ∧ · · · ∧ ξn.

Then, the importance index of Component i is

Importance = min[ a1, · · · , ai−1, ai+1, · · · , an] .

Proof If Component i functions, then the reliability index of the system is

R(ξ1, · · · , ξi−1, 1, ξi+1, · · · , ξn) = M
{
f (ξ1, · · · , ξi−1, 1, ξi+1, · · · , ξn) = 1

}
= M{ξ1 ∧ · · · ∧ ξi−1 ∧ 1 ∧ ξi+1 ∧ · · · ∧ ξn = 1}
= M{ξ1 = 1, · · · , ξi−1 = 1, ξi+1 = 1, · · · , ξn = 1}
= min[ a1, · · · , ai−1, ai+1, · · · , an] .
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And if Component i fails, then the reliability index of the system is

R(ξ1, · · · , ξi−1, 0, ξi+1, · · · , ξn) = M
{
f (ξ1, · · · , ξi−1, 0, ξi+1, · · · , ξn) = 1

}
= M{ξ1 ∧ · · · ∧ ξi−1 ∧ 0 ∧ ξi+1 ∧ · · · ∧ ξn = 1}
= 0.

Thus, it follows from Theorem 5 that the importance index of Component i is

Importance = R(ξ1, · · · , ξi−1, 0, ξi+1, · · · , ξn) − R(ξ1, · · · , ξi−1, 0, ξi+1, · · · , ξn)
= min[ a1, · · · , ai−1, ai+1, · · · , an] .

The proof is complete.

Corollary 2 Consider an uncertain parallel system with independent components
ξ1, ξ2, · · · , ξn whose reliabilities are a1, a2, · · · , an, respectively. Note that the structure
function has a Boolean form

f (ξ1, ξ2, · · · , ξn) = ξ1 ∨ ξ2 ∨ · · · ∨ ξn.

Then, the importance index of Component i is

Importance = 1 − max[ a1, · · · , ai−1, ai+1 · · · , an] .

Proof If Component i functions, then the reliability index of the system is

R(ξ1, · · · , ξi−1, 1, ξi+1, · · · , ξn) = M
{
f (ξ1, · · · , ξi−1, 1, ξi+1, · · · , ξn) = 1

}
= M{ξ1 ∨ · · · ∨ ξi−1 ∨ 1 ∨ ξi+1 ∨ · · · ∨ ξn = 1}
= 1.

And if Component i fails, then the reliability index of the system is

R(ξ1, · · · , ξi−1, 0, ξi+1, · · · , ξn) = M
{
f (ξ1, · · · , ξi−1, 0, ξi+1, · · · , ξn) = 1

}
= M{ξ1 ∨ · · · ∨ ξi−1 ∨ 0 ∨ ξi+1 ∨ · · · ∨ ξn = 1}
= 1 − M{ξ1 = 0, · · · , ξi−1 = 0, ξi+1 = 0, · · · , ξn = 0}
= 1 − min[ 1 − a1, · · · , 1 − ai−1, 1 − ai+1, · · · , 1 − an]

= max[ a1, · · · , ai−1, ai+1 · · · , an] .
Thus, it follows from Theorem 5 that the importance index of Component i is

Importance = R(ξ1, · · · , ξi−1, 0, ξi+1, · · · , ξn) − R(ξ1, · · · , ξi−1, 0, ξi+1, · · · , ξn)
= 1 − max[ a1, · · · , ai−1, ai+1 · · · , an] .

The proof is complete.

Corollary 3 Consider a k-out-of-n system with independent uncertain components
ξ1, ξ2, · · · , ξn whose reliabilities are a1, a2, · · · , an, respectively. Note that the structure
function has a Boolean form

f (ξ1, ξ2, · · · , ξn) = k−max[ ξ1, ξ2, · · · , ξn] .
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Then, the importance index of Component i is

Importance=(k−1)−max[ a1, · · · , ai−1, ai+1 · · · , an]−k−max[ a1, · · · , ai−1, ai+1 · · · , an] .
Here, we set 0−max[ a1, · · · , ai−1, ai+1 · · · , an]= 1 and n−max[ a1, · · · , ai−1, ai+1 · · · ,
an]= 0.

Proof If Component i functions, then the reliability index of the system is

R(ξ1, · · · , ξi−1, 1, ξi+1, · · · , ξn) = M
{
f (ξ1, · · · , ξi−1, 1, ξi+1, · · · , ξn) = 1

}
= M{k−max[ ξ1, · · · , ξi−1, 1, ξi+1, · · · , ξn]= 1}
= M{(k − 1)−max[ ξ1, · · · , ξi−1, ξi+1, · · · , ξn]= 1}
= (k − 1)−max[ a1, · · · , ai−1, ai+1, · · · , an] ,

and if Component i fails, then the reliability index of the system is

R(ξ1, · · · , ξi−1, 0, ξi+1, · · · , ξn) = M
{
f (ξ1, · · · , ξi−1, 0, ξi+1, · · · , ξn) = 1

}
= M{k−max[ ξ1, · · · , ξi−1, 0, ξi+1, · · · , ξn]= 1}
= M{k−max[ ξ1, · · · , ξi−1, ξi+1, · · · , ξn]= 1}
= k−max[ a1, · · · , ai−1, ai+1 · · · , an] .

Thus, it follows from Theorem 5 that the importance index of Component i is

Importance = R(ξ1, · · · , ξi−1, 0, ξi+1, · · · , ξn) − R(ξ1, · · · , ξi−1, 0, ξi+1, · · · , ξn)
= (k − 1)−max[ a1, · · · , ai−1, ai+1 · · · , an]

−k−max[ a1, · · · , ai−1, ai+1 · · · , an] .
The proof is complete.

Formulas on Group of Components

Sometimes, we need to know the importance index of a group of components in an uncer-
tain reliability system. Now, we give a formula to calculate the importance index of a group
of components in an uncertain reliability system.

Theorem 6 Suppose a Boolean system has components ξ1, ξ2, · · · , ξn, and has a struc-
ture function f . If components ξ1, ξ2, · · · , ξn are independent, and their reliabilities
are a1, a2, · · · , an, respectively, then the importance index of the group of Components
i1, i2, · · · , il is

Importance = R
(

ξ1, · · · , ξi1−1, 1, ξi1+1
· · · , ξil−1, 1, ξil+1, · · · , ξn

)
− R

(
ξ1, · · · , ξi1−1, 0, ξi1+1

· · · , ξil−1, 0, ξil+1, · · · , ξn

)

where

R
(

ξ1, · · · , ξi1−1, 1, ξi1+1

· · · , ξil−1, 1, ξil+1, · · · , ξn

)
=

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

sup
f (ξ1,··· ,ξn)=1
ξi1=1,··· ,ξil=1

min
1≤j≤n

j �=i1,··· ,il
νj(ξj), if sup

f (ξ1,··· ,ξn)=1
ξi1=1,··· ,ξil=1

min
1≤j≤n

j �=i1,··· ,il
νj(ξj) < 0.5

1 − sup
f (ξ1,··· ,ξn)=0
ξi1=1,··· ,ξil=1

min
1≤j≤n

j �=i1,··· ,il
νj(ξj), if sup

f (ξ1,··· ,ξn)=1
ξi1=1,··· ,ξil=1

min
1≤j≤n

j �=i1,··· ,il
νj(ξj) ≥ 0.5,
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and

R
(

ξ1, · · · , ξi1−1, 0, ξi1+1

· · · , ξil−1, 0, ξil+1, · · · , ξn

)
=

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

sup
f (ξ1,··· ,ξn)=1
ξi1=0,··· ,ξil=0

min
1≤j≤n

j �=i1,··· ,il
νj(ξj), if sup

f (ξ1,··· ,ξn)=1
ξi1=0,··· ,ξil=0

min
1≤j≤n

j �=i1,··· ,il
νj(ξj) < 0.5

1 − sup
f (ξ1,··· ,ξn)=0
ξi1=0,··· ,ξil=0

min
1≤j≤n

j �=i1,··· ,il
νj(ξj), if sup

f (ξ1,··· ,ξn)=1
ξi1=0,··· ,ξil=0

min
1≤j≤n

j �=i1,··· ,il
νj(ξj) ≥ 0.5.

Here, ξj take values either 0 or 1, and νj are defined by

νj(ξj) =
{

aj, if ξj = 1

1 − aj, if ξj = 0
(3)

for j = 1, 2, · · · , n, respectively.

Corollary 4 Consider an uncertain series system with independent components
ξ1, ξ2, · · · , ξn whose reliabilities are a1, a2, · · · , an, respectively. Note that the structure
function has a Boolean form

f (ξ1, ξ2, · · · , ξn) = ξ1 ∧ ξ2 ∧ · · · ∧ ξn.

Then, the importance index of the group of Components i1, i2, · · · , il is

Importance = min[ a1, · · · , ai1−1, ai1+1, · · · , ail−1, ail+1, · · · , an] .

Proof If Components i1, i2, · · · , il function, the reliability index of the system is

R(ξ1, · · · , ξi1−1, 1, ξi1+1 · · · , ξil−1, 1, ξil+1, · · · , ξn)
= M

{
f (ξ1, · · · , ξi1−1, 1, ξi1+1 · · · , ξil−1, 1, ξil+1, · · · , ξn) = 1

}
= M{ξ1 ∧ · · · ∧ ξi1−1 ∧ 1 ∧ ξi1+1 ∧ · · · ∧ ξil−1 ∧ 1 ∧ ξil+1 ∧ · · · ∧ ξn = 1}
= M{ξ1 = 1, · · · , ξi1−1 = 1, ξi1+1 = 1 · · · , ξil−1 = 1, ξil+1 = 1, · · · , ξn = 1}
= min[ a1, · · · , ai1−1, ai1+1, · · · , ail−1, ail+1, · · · , an] .

And if Components i1, i2, · · · , il fail, the reliability index of the system is

R(ξ1, · · · , ξi1−1, 0, ξi1+1 · · · , ξil−1, 0, ξil+1, · · · , ξn)
= M

{
f (ξ1, · · · , ξi1−1, 0, ξi1+1 · · · , ξil−1, 0, ξil+1, · · · , ξn) = 1

}
= M{ξ1 ∧ · · · ∧ ξi1−1 ∧ 0 ∧ ξ∧ · · · ∧ ξil−1 ∧ 0 ∧ ξil+1 ∧ · · · ∧ ξn = 1}
= 0.

Thus, it follows from Theorem 6 that the importance index of Components i1, i2, · · · , il
is

Importance = R
(

ξ1, · · · , ξi1−1, 1, ξi1+1
· · · , ξil−1, 1, ξil+1, · · · , ξn

)
− R

(
ξ1, · · · , ξi1−1, 0, ξi1+1

· · · , ξil−1, 0, ξil+1, · · · , ξn

)

= min[ a1, · · · , ai1−1, ai1+1, · · · , ail−1, ail+1, · · · , an] .

The proof is complete.
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Corollary 5 Consider an uncertain parallel system with independent components
ξ1, ξ2, · · · , ξn whose reliabilities are a1, a2, · · · , an, respectively. Note that the structure
function has a Boolean form

f (ξ1, ξ2, · · · , ξn) = ξ1 ∨ ξ2 ∨ · · · ∨ ξn.

Then, the importance index of the group of Components i1, i2, · · · , il is
Importance = 1 − max[ a1, · · · , ai1−1, ai1+1, · · · , ail−1, ail+1, · · · , an] .

Proof If Components i1, i2, · · · , il function, then the reliability index of the system is

R(ξ1, · · · , ξi1−1, 1, ξi1+1 · · · , ξil−1, 1, ξil+1, · · · , ξn)
= M

{
f (ξ1, · · · , ξi1−1, 1, ξi1+1 · · · , ξil−1, 1, ξil+1, · · · , ξn) = 1

}
= M{ξ1 ∨ · · · ∨ ξi1−1 ∨ 1 ∨ ξi1+1 ∨ · · · ∨ ξil−1 ∨ 1 ∨ ξil+1 ∨ · · · ∨ ξn = 1}
= 1.

And if Components i1, i2, · · · , il fail, then the reliability index of the system is

R(ξ1, · · · , ξi1−1, 0, ξi1+1 · · · , ξil−1, 0, ξil+1, · · · , ξn)
= M

{
f (ξ1, · · · , ξi1−1, 0, ξi1+1 · · · , ξil−1, 0, ξil+1, · · · , ξn) = 1

}
= M{ξ1 ∨ · · · ∨ ξi1−1 ∨ 0 ∨ ξi1+1 ∨ · · · ∨ ξil−1 ∨ 0 ∨ ξil+1 ∨ · · · ∨ ξn = 1}
= 1 − M{ξ1 = 0, · · · , ξi1−1 = 0, ξi1+1 = 0 · · · , ξil−1 = 0, ξil+1 = 0, · · · , ξn = 0}
= 1 − min[ 1 − a1, · · · , 1 − ai1−1, 1 − ai1+1, · · · , 1 − ail−1, 1 − ail+1, · · · , 1 − an]

= max[ a1, · · · , ai1−1, ai1+1, · · · , ail−1, ail+1, · · · , an] .
Thus, it follows fromTheorem 6 that the importance index of the group of Components

i1, i2, · · · , il is

Importance = R
(

ξ1, · · · , ξi1−1, 1, ξi1+1
· · · , ξil−1, 1, ξil+1, · · · , ξn

)
− R

(
ξ1, · · · , ξi1−1, 0, ξi1+1
· · · , ξil−1, 0, ξil+1, · · · , ξn

)

= 1 − max[ a1, · · · , ai1−1, ai1+1, · · · , ail−1, ail+1, · · · , an] .
The proof is complete.

Corollary 6 Consider a k-out-of-n system with independent uncertain components
ξ1, ξ2, · · · , ξn whose reliabilities are a1, a2, · · · , an, respectively. Note that the structure
function has a Boolean form

f (ξ1, ξ2, · · · , ξn) = k−max[ ξ1, ξ2, · · · , ξn] .
Then, the importance index of the group of components i1, i2, · · · , il is

Importance = (k − l)−max
(

a1, · · · , ai1−1, ai1+1
· · · , ail−1, ail+1, · · · , an

)

− k−max
(

a1, · · · , ai1−1, ai1+1
· · · , ail−1, ail+1, · · · , an

)
, k ≥ l.

Here, we set

0−max[ a1, · · · , ai1−1, ai1+1, · · · , ail−1, ail+1, · · · , an]= 1,
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and

k−max[ a1, · · · , ai1−1, ai1+1, · · · , ail−1, ail+1, · · · , an]= 0, if k > n − l.

Proof If Components i1, i2, · · · , il function, then the reliability index of the system is

R(ξ1, · · · , ξi1−1, 1, ξi1+1 · · · , ξil−1, 1, ξil+1, · · · , ξn)
= M

{
f (ξ1, · · · , ξi1−1, 1, ξi1+1 · · · , ξil−1, 1, ξil+1, · · · , ξn) = 1

}
= M{k−max[ ξ1, · · · , ξi1−1, 1, ξi1+1 · · · , ξil−1, 1, ξil+1, · · · , ξn]= 1}
= M{(k − l)−max[ ξ1, · · · , ξi1−1, ξi1+1 · · · , ξil−1, ξil+1, · · · , ξn]= 1}
= (k − l)−max[ a1, · · · , ai1−1, ai1+1 · · · , ail−1, ail+1, · · · , an] ,

and if Components i1, i2, · · · , il fail, then the reliability index of the system is

R(ξ1, · · · , ξi1−1, 0, ξi1+1 · · · , ξil−1, 0, ξil+1, · · · , ξn)
= M

{
f (ξ1, · · · , ξi1−1, 0, ξi1+1 · · · , ξil−1, 0, ξil+1, · · · , ξn) = 1

}
= M{k−max[ ξ1, · · · , ξi1−1, ξi1+1 · · · , ξil−1, ξil+1, · · · , ξn]= 1}
= k−max[ a1, · · · , ai1−1, ai1+1 · · · , ail−1, ail+1, · · · , an] .

Thus, it follows from Theorem 6 that the importance index of Component i1, i2, · · · , il
is

Importance = R
(

ξ1, · · · , ξi1−1, 1, ξi1+1

· · · , ξil−1, 1, ξil+1, · · · , ξn

)
− R

(
ξ1, · · · , ξi1−1, 0, ξi1+1

· · · , ξil−1, 0, ξil+1, · · · , ξn

)

= (k − l)−max
(

a1, · · · , ai1−1, ai1+1

· · · , ail−1, ail+1, · · · , an

)
− k−max

(
a1, · · · , ai1−1, ai1+1

· · · , ail−1, ail+1, · · · , an.

)
.

The proof is complete.

Conclusion
Inspired by the investigation of importance measure for components in a stochastic
reliability system, this paper put forward a new concept of importance index for an indi-
vidual component or a group of components in an uncertain reliability system. Several
systems including series, parallel, parallel-series, series-parallel, and bridge systems are
investigated to illustrate this concept for a component or a group of components. Then,
some formulas were derived to calculate the importance index. Based on this results, we
would study the lifetime importance index of a component in an uncertain system in the
future.
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